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Abstract: Quantitative bisimulations between weighted finite automata are defined as solutions of
certain systems of matrix-vector inequalities and equations. In the context of fuzzy automata and
max-plus automata, testing the existence of bisimulations and their computing are performed through
a sequence of matrices that is built member by member, whereby the next member of the sequence is
obtained by solving a particular system of linear matrix-vector inequalities and equations in which
the previously computed member appears. By modifying the systems that define bisimulations,
systems of matrix-vector inequalities and equations with k unknowns are obtained. Solutions of such
systems, in the case of existence, witness to the existence of a certain type of partial equivalence,
where it is not required that the word functions computed by two WFAs match on all input words,
but only on all input words whose lengths do not exceed k. Solutions of these new systems represent
finite sequences of matrices which, in the context of fuzzy automata and max-plus automata, are
also computed sequentially, member by member. Here we deal with those systems in the context
of WFAs over the field of real numbers and propose a different approach, where all members of
the sequence are computed simultaneously. More precisely, we apply a simultaneous approach in
solving the corresponding systems of matrix-vector equations with two unknowns. Zeroing neural
network (ZNN) neuro-dynamical systems for approximating solutions of heterotypic bisimulations
are proposed. Numerical simulations are performed for various random initial states and comparison
with the Matlab, linear programming solver linprog, and the pseudoinverse solution generated by
the standard function pinv is given.

Keywords: weighted finite automata; zhang neural network; bisimulation; pseudoinverse

MSC: 15A24; 65F20; 68T05

1. Introduction, Motivation and Methodology

One of the main issues in the theory of weighted automata is the equivalence prob-
lem, which determines whether two weighted automata are equivalent, that is, whether
they compute the same word function. In the case of the most general class of weighted
automata over a semiring, as well as in the case of most of its subclasses, that problem
is undecidable or computationally hard (cf. [1,2]). Only in rare cases it is solvable in
polynomial time. This fact has created the need to find methods of determining equiv-
alence that may not work in all cases, but in cases where they are applicable, they can
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be efficiently realized. The most powerful tools used for these purposes are bisimulations.
This notion was introduced by Milner [3] and Park [4], in the context of classical non-
deterministic automata, as binary relations that can recognize and relate the states of two
automata with similar roles, and thus testify the equivalence between them. Around the
same time, bisimulations also appeared in mathematics, in modal logic and set theory
(cf. [5-11]). It is worth noting that propositional modal logic is the fragment of first-order
logic invariant under bisimulation (cf. [5,7]). Bisimulations are employed today in many
areas of computer science, such as functional or object-oriented languages, types, data
types, domains, databases, compilers optimizations, program analysis, and verification
tools. For more information about bisimulations and their applications we refer to [7-16].

With the transition from traditional Boolean-valued systems to quantitative ones,
which are more suitable for modeling numerous properties of real-world systems, there
was a need for bisimulations to be quantitative as well. Quantitative bisimulations would
be modeled by matrices whose entries would measure the similarity of the roles played
by the states of considered systems. Such bisimulations were first introduced and studied
in [17,18], in the framework of fuzzy finite automata. The approach to bisimulations
initiated in this research consists in defining bisimulations as solutions of certain systems
of mixed matrix-vector inequalities and equations. That way, the proposed approach
reduces the issues of the existence of bisimulations and their computing to the problems
of solving the aforementioned matrix-vector inequalities and equations. Subsequently,
fundamentally equal approach was used in the contexts of weighted finite automata
(WFAs) over additively idempotent semirings [19], max-plus automata [20], and WFAs
over the field of real numbers R [21], as well as in the most general context of WFAs over a
semiring [22]. A similar approach to bisimulations was used in [23-27] (see also [28,29]),
while various extensions of quantitative bisimulations were introduced in [30-35].

Procedures for testing existence and computing bisimulations developed for fuzzy
finite automata in [18], max-plus automata in [20], and WFAs over additively idempotent
semirings in [19], consist of building non-increasing sequences of matrices whose infima, if
they satisfy certain conditions, represent the greatest bisimulations. The sequences are built
member by member, where each member is derived from the previous one, as a solution
of a certain system of matrix inequalities in which the previously computed member
also appears. On the other hand, the methodology used in computing bisimulations for
WEFAs over R is different from the methodology used in computing bisimulations for fuzzy
automata, max-plus automata or WFAs over an additively idempotent semiring.

In practical applications of WFAs, it is often not important whether the word functions
of two automata have the same values on all input words, but it is enough to test equality
on all input words whose length does not exceed a given natural number k. Such kind
of partial equivalence, known as k-equivalence, is often more expedient than the classical
equivalence. As shown in [20] (see also [35]), systems of matrix-vector inequalities and
equations defining bisimulations can be transformed into simpler systems of matrix-vector
inequalities and equations with k unknown matrices whose solutions witness to the exis-
tence of k-equivalence between two WFAs. In the mentioned papers, an approach similar
to the one used in the calculation of bisimulations was used, where a finite sequence of
matrices which represents a solution of a new system with k unknowns, is derived by
constructing the next member in the sequence from the previous one. However, such
a sequential approach has certain drawbacks. Namely, the next member of a sequence
depends on the previous one, which does not have to be unique. Inappropriate choices
among candidates for previous members can lead to unwanted situation in which the
sequence cannot be continued, while for a different choice the sequence can be continued.
This means that although our system has a solution, it may happen that this approach fails
to give a solution. For this reason, we propose a different, simultaneous approach, where
all members of the sequence of the solution are built simultaneously. Particularly, further
on in this paper we deal with solving systems with two unknowns, while systems with
more unknowns will be the subject of study in our further research.
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Systems of matrix-vector equations required in heterotypic bisimulations in this paper
are considered over R, and their solutions are obtained as numerical approximations of
solutions to systems of linear matrix-vector equations. A special difficulty is the fact that
the required matrix-vector equations are not consistent in the general case. In this way,
solving those systems is considered as numerical linear algebra problem.

The proposed algorithm for solving the problem is based on the zeroing neural net-
work (ZNN) dynamic models. It should be noted that ZNN dynamic models were originally
created for tracking the time-varying matrix inverse [36]. Later iterations of these mod-
els were dynamic models for figuring out the time-varying Moore-Penrose [37]. These
days, they are also used to solve generalized inversion problems, such as time-varying
outer inverse [38], time-varying Drazin inverse [39], and time-varying ML-weighted pseu-
doinverse [40]. Additionally, real-world ZNN dynamic model applications include image
restoration [41], mobile manipulator control [42,43], chaotic systems synchronization [44],
and solving time-variant quadratic programming [45]. A comprehensive survey regarding
the application of the ZNN model is available at [46].

Designing a ZNN model is the algorithm consisting of two generic stages. In the initial
step, it is necessary to declare a proper matrix or vector ZEF, denoted by E(t). The ZEF E(t)
is properly defined if its zero point E(t) = 0 coincides with the theoretical solution (TSOL)
of the problem. Zhang and Guo in the monograph [47] presented an extensive overview of
diverse Zhang functions on different domains. Secondly, the dynamic system based on the
time-derivative of E(t)

E(t) = —AE(t) (1)

needs to be applied. The convergence speed of the dynamics (1) is controlled by the quantity
A € RT. It is known that (1) converges faster proportionally with increasing values of
A [47]. The principal outcome of the continuous learning principle in (1) is to force the
convergence E(t) — 0 as t — oo at an exponential rate A [47,48]. A feasible ZEF is therefore
considered as a tracking indicator during the development of ZNN learning in (1). The
essence in defining the ZNN dynamical evolution is an efficient control over the underlying
system through appropriate ZEF E(t) and the error dynamics (1).

The models developed in [21] for bisimulations between WFAs over R are established
using a ZNN dynamics in resolving systems of vector-matrix inequalities. Our goal in
current research is to solve the system consisting of two vector equations and a variable
number of linear matrix equations required in heterotypic bisimulations between WFAs. A
mixed system of vector-matrix equations is obtained as a particular k-equivalence problem
between two WFAs, resulting in a system with two unknown matrices U; and Up. Such
system is inconsistent in the vast majority of cases. Starting from the useful property of the
ZNN model in generating approximate solutions to matrix-vector inequalities, confirmed
in [21], it was a logical decision to define and implement ZNN neuro-dynamical systems
for approximating matrix-vector systems arising from the 2-equivalence between WFAs.
Since the considered linear matrix-vector system is not inconsistent in general, the ZNN
dynamical system is defined utilizing the induced normal system and its best approximate
solution generated in terms of the Moore-Penrose inverse. Numerical simulations are
performed to verify effectiveness of the proposed ZNN models and comparison with the
Matlab linear programming solver 1inprog and the pseudoinverse solution generated by
the standard function pinv.

In this work, given that underlying linear vector-matrix systems are not solvable in
the general case, our proposed action is to use the normal system that generates the best
approximate solution, based on the utilization of the Moore-Penrose inverse. Finally, ZNN
dynamics is applied as the tool for finding the best approximate solution.

Main results derived in this paper are emphasized as follows.

- A specific approach, based on the k-equivalence of two WFAs and simultaneous

approach with two unknown matrices, is applied for solving matrix-vector equations
required in heterotypic bisimulations between WFAs.



Axioms 2024, 13, 838

40f19

- ZNN neuro-dynamical systems for approximating the k-equivalence problem based
on heterotypic bisimulations are proposed.

- Numerical simulation is presented for various random initial states and comparison
with the Matlab linear programming solver linprog and the pseudoinverse solution
generated by the standard function pinv is given.

Overall structure of our presentation is as follows. After the introduction section,
the problem statement, motivation as well as justification of proposed methodology are
presented in Section 2. ZNN design for solving matrix-vector systems corresponding
to heterotypic bisimulations based on the k-equivalence of two WFAs and simultaneous
approach with two unknown matrices is presented in Section 3. Numerical experiments on
the k-equivalence problem arising from heterotypic bisimulations with two unknowns are
presented in Section 4. The closing section extracts some terminate comments and describes
possibilities for further research on this topic.

2. Preliminaries and Problem Formulation

In the sequel, N will denote the set of natural numbers (without zero), and Ny =
NU{0}. For any pair i, j € Ny satisfying i < j, it will be denoted [i..j] = {t € No|i <t < j}.
Moreover, X will be a non-empty and finite set with » € N elements, known as alphabet,
while XT = {x;---x; | t € N, x1,...,x € X} will denote all finite sequences of entries
from X, which are termed as words over X, and X* = Xt U {¢}, such thate ¢ X" isa
symbol standing for the empty word.

A weighted finite automaton (WFA) over R and an input alphabet X is defined as a tuple
A = (m, 04, {M}xex, T), in which
- m is a natural number, called the dimension of 4,

- o € RV is the initial weights vector,

— {MZ}rex C R™ is the family of transition matrices, each of which corresponds to
one input letter x € X, and

- 14 € R™*1is the terminal weights vector.

The numbers from the set {1,...,m} can be interpreted as states of the automaton 4,
and for any state i, the i-th entries of the vectors o4 and T can be understood as measures
of certainty that the automaton will start working from that state or finish working in that
state, respectively, while for the states i and j, the (i, j)-th entry of the matrix M% can be
understood as a measure of certainty that the automaton will move from the state i to state
j under the influence of the input signal represented by the letter x. Inputs of the vector
are called initial weights, the entries of T4 are called terminal weights, while the entries of the
matrix M2 are called transition weights.

The behavior of the WFA 4 is defined as the word function [A] : X* — R which to any
word u = x7...%s € X1, x1,...,xs € X assigns the weight [4] (1) which is computed as

[A](u) = oML - ME T4 = oA M4, )

where M,‘f = Mfl . ~Mf5, and
[4](e) = c7A. ©)]

It is said that the automaton A4 computes the function [A4].

Consider two WFAs 4 = (m, 0%, {M%}1cx, ) and B = (1,08, {MB} cx, T8) over
R and an alphabet X = {xy,...,x,}. Here, we are interested in systems of matrix and
vector equations that define the so-called heterotypic bisimulations between 4 and ‘B, as
proposed in [22]. These are the following two systems:

(hfbb-1) o4 =cBUT

(hfbb-2) UTMZ =MEUT (xex={x,....,x}) 4)

(hfbb-3) UTt4 =P
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and

(hbfb-1) d =U+?
(hbfb-2) MAU=UME (xex={x,...,x}) (5)
(hbfb-3) oAU =P

where U is an unknown matrix of dimension m x n. Matrices which are solutions of (4)
are called forward-backward heterotypic bisimulations (fbb for short) between 4 and B, and
those which are solutions of (5) are backward-forward heterotypic bisimulations (bfb for short)
between 4 and ‘B [22].

Recall that the automata A4 and ‘B are equivalent if [A](u) = [B](u), for every
word u € X*. However, in real-word applications it is not always necessary that this
equality holds for all words u € X*; it is often enough that it holds for all words of length
|u| < k, for a given natural number k. If this relaxed condition holds, then we say that the
automata A4 and B are k-equivalent, and the equivalence problem can be transformed into the
k-equivalence problem, which decides whether the automata A and ‘B are k-equivalent.

The problem of k-equivalence will be the subject of a separate study, and here we
will only present without proofs the way in which the existence of k-equivalence be-
tween automata can be witnessed, similar to the way bisimulations testify to the existence
of equivalence.

Consider WFAs 4 = (m, 0%, {M%2},cx,7) and B = (n,08,{MB}cx,78) and a
sequence of matrices {U;};c(o.4 C R™*" that satisfies the following conditions obtained
from the system (4):

(fbb-1%) o4 = oBUL,
(fbb-2%y Ul M2 = MBUT,  forallx € Xandi€ [1...k|, (6)
(fbb-3%) uftA =B, foreachi € [0...k].

If such a sequence exists, then the automata 4 and ‘B are k-equivalent. Therefore, our
task is to determine existence of matrices Uy, Uy, . .., U satisfying (6). Note that (6) can be
understood as a system of equations with k 4+ 1 unknown matrices Uy, Uy, ..., Uy, so our
task is to find a solution to that system.

Sequences of matrices (possibly infinite), defined in a similar way as in (6), were stud-
ied in [35], in the circumstances of fuzzy finite automata, and in [20], in the circumstances
of max-plus automata. Sequences defined in [35] were called depth-bounded bisimulations.
The sequential approach used in [20], applied to solving the system (6), consists of building a
sequence Uy, Uy, ..., Uy member by member, starting from the zero member Uy, which is
computed by solving the equation (fbb-1¥), while the i-th member is computed after the
(i — 1)st member, by solving the system of equations U ;M4 = MBUT and Ult4 = 75,
with one unknown U;.

Since U;_; is not unique in the general case, the disadvantage of the sequential ap-
proach is that finding a solution for the unknown U; depends on the choice of the particular
solution for the unknown U;_1. Therefore, it may happen that for some choice of a solution
for U;_1 there is no solution for the unknown U;, in which case formation of the sequence
interrupts and we cannot find solutions for all the unknowns, although such solutions
may exist.

Consequently, the question arises whether it is possible to apply the simultaneous
approach, where solutions for all unknowns are sought at the same time. Here, we will
consider the application of the simultaneous approach for the instance of the system (6)
with two unknowns. For the sake of simplicity, we will denote those unknowns by U
and Uy, instead of Uy and Uj, as was done in (6). In other words, we will deal with the
following system of matrix-vector equations:
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cBul = o4,
uy v =%, @)
ut Mfi = Mfi ul, foreachi e [1...7],

where U; and U, are unknown matrices of dimension m X n. In the dual case, we deal with
the following system of matrix-vector equations based on (5):

oAU, =08,
U, 8 =14, (8)
Uy ME = My Uy, foreachie [1...7],

where U; and U, stand for m X n unknown matrices.

The ZNN evolution is a validated matrix equations solver, confirmed in survey pa-
pers [48-50] and in a number of research papers [51-54]. Based on the initial step in the
construction of ZNN dynamics, it is necessary to define a proper error function for each
matrix and vector equation that is included in the system which is being resolved. The
development strategy of ZNN dynamics arising from multiple Zhang error functions (ZEFs)
has been utilized in several research articles, of which the most important are [38,55,56].
The ZNN models studied so far with common error functions enabled the convergence of
each error function to approximation of its zero. The main idea is to generate an appropriate
composite error block matrix which involves individual error functions.

The problem considered in current research is more complex, since systems of matrix
and vector equations required in (7) and (8) are not solvable in the general case. The ZNN
design is known as a confirmed tool for forcing the underlying error function to zero with
global exponential convergence. So, it is expectable that the error functions corresponding
to (7) and (8) can be forced to zero, which will lead to approximate solutions of these
matrix-vector system.

Global convergence of ZNN design for arbitrary initial state can be used as a confir-
mation of its efficiency in solving (7) and (8). Details are described in subsequent section.

3. ZNN for Solving the Proposed Systems
This section develops, investigates, and tests two novel ZNN models aimed to

solving the matrix-vector systems (4) and (5). Let 4 = (m, o4, {Mfg}x,-ex/TA> and
B = (n, o8B, {Mfi Yxiexs TB) be WFAs over R and the alphabet ¥ = {x1, ..., x,}, defined by

Mg e R™m g4 e RP™M, t4 € R"*! and ME € R, 0B € RV, o8 e R™, i € [1.7].

The p x 1 vectors with all inputs equal 1 (resp. 0) will be termed as 1, (resp. 0p),
whereas the p x r matrix with all entries equal to 1 (resp. 0) will be termed as 1,, and
0;,r- Following the conventional notation, the g x g identity matrix will be marked by I,
whereas vec(), ®, () and ||||r will mean the vectorization, the Kronecker product product,
pseudoinversion, and the Frobenius norm, in that order.

3.1. The ZNNL-hfvob Model

Following the priority (hfbb-3) and (hfbb-1) and then (hfbb-2), let us consider the
system (7) as a model for solving (4). In line with the adopted order in solving (4), the next
equations must be satisfied:

cBUl(t) — oA = 0],
uj ()t — 8 =0, )
uf (HMg — MEUT(t) = 0,m,
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where Uy (t), Up(t) € R™*" denote unknown matrices. Exploiting vectorization and the
Kronecker product, (9) is reformulated in the equivalent form

(I ® (TB)Vec(UT( ) — (o ) =0,
(tHT @ Ly)vec(UI (t)) — 8 = 0,, (10)
(M2)T @ Ip)vec(U] () — (Im ® ME )vec(U; (t)) = Opn.

To calculate solutions Uy (), U (f) in a more efficient manner, (10) must be made
simpler. Lemma 1 is restated from [57].

Lemma 1. For W € R™*" let vec(W) € R™" denote the matrix W vectorization. What is stated
below is true:
vec(WT) = Pvec(W), (11)

where P € R™™" is an appropriate permutation matrix depended from the number of columns n
and rows m of matrix W.

The procedure for generating the permutation matrix P used in (11) is demonstrated
in Algorithm 1 from [21]. Using P in generating vec(U? (t)), (10) can be rewritten as

(In ® dB)Pvec(Uy(t)) — (¢)T = 0y,

(T ® I,)Pvec(Uy(t)) — 8 = (12)
((M;?’.)T ® L) Pvec(Uy (1)) — (I )Pvec(llz(t)) = 0y,
while its corresponding matrix form is
U'A)T
vee(tn ()] [\
Ly [Vec(llz(t)) N {12)
rmn
in which z = rmn 4+ m 4+ n and
[(Iy ® cB)P 01, mn
Lipp =|  Oumn ()T @ I,)P| € R#*2mn,
. W W
[(MA)T® I,)P (=In®ME)P (14)
ANT _ B
W, = ((MXZ) ® L) P c Rrmnxmn L (~In® MXZ)P c Rrmnxmn
((MA) ® I,)P (~In®ME)P

Based on considered transformations, the ZNN learning exploits the following ZEF,
which is based on (13), for satisfying simultaneously all the equations in (9):

()T
} - [ B ] (15)

Ormn

Efpp(t) = Lgpp KEEEZ;E:

~— —
~—

where U (t) and U;(t) are unknown matrices. The time-derivative of (15) is the following:

Efpp(t) = Ly [Zzgggﬂ "
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Then, combining Equations (15) and (16) with the ZNN design (1), the following can
be obtained:

Lyon [ vectips))| = ~AErm(e). 17)
As a result, setting
— VeC(Ul (t)) mn C(1) — VeC(Ul(f>) mn
x(t)= {Vec(uz(t))} R, x(t)= [Vec(Ug(t))] S (18)
the following dynamics are developed
Lepy x = —AEgpp(t). (19)

The normal equation corresponding to (19) is given in the form

(Lfbb)TLfbb X = _/\(Lfbb>TEfbb(t)/

which leads to the Moore-Penrose best approximate solution

X = L}bb(—/\lsfbb(t)). (20)

Appropriately defined Matlab’s ode solver is utilized to solve the ZNN design based
on (20), and marked as ZNNL-hfbb. The ZNNL-hfbb’s convergence and stability is consid-
ered in Theorem 1.

Theorem 1. Let 4 = (m o4, {M;‘l}xlex, A) and B = (n oB, {MB }x,ex, B) be WFAs over

R, such that Mg} € R™™, g4 € RV, 74 € R™1 and ME € R, 0B € R, 8 € R™,
i€ [l.r]. The dynamzcal system (17) inline with the ZNN (1) generate the TSOL

xs(t) = [vec(Us(t)T vee(Uss(£)T]",

which is stable in view of the theory of Lyapunov.

Proof. Let
oBUl 4(t) — ot = 0],
Uy s(H)tt — 78 =0, (21)
Ui s(H) Mg, = MU, 5(t) = O
Using vectorization, the Kronecker product, and the permutation matrix P for gen-

erating vec(U] ¢4(#)(t)) and VBC(U{ s(t)(t)), the aforementioned system is reformulated
as follows:

(Ln ® cB)Pvec(Uys(t)) — ()T = 0y

((t4)T & L) Pvec(ls(t)) — 7P = (22)
((M;?].)T ® Iy)Pvec(Uy s(t)) — (Im )Pvec(uz,g(t)) = 0y,
or in equivalent form
vec ()T
o {Vecﬁﬁliﬁiﬂ | F ] =0 (23)

where Ly, is declared in (14).
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Further, the substitution

xo(t) == —x(t) + xs(t) = [_Vec(ul(t>) +VeC(U1,s(f))]

—vec(Ux(t)) + vec(Uy,s(t))
e (Uys(t)) (U,o(t))
_ |vec(Uy,s(t)) — vec(Uq,o(t
x(B) =xst) =x0(t) = [veauz,s(t)) —VeC(Uz,O(f))]'

which leads to the first derivative of x(t)

x(t) = xs(t) — %o (t) = {Ziﬁgiﬁggg _ zizggigggg] '

As a consequence, the substitution x(t) = xs(f) — xp(t) in (13) for leads to

—~

Eo(t)=L. |Vec(Uis t))—vec(Uy,o(t)) _(U[;)T
s(t)=Lw |:V€C(u2,$ t))—vec(uz,o(t))] N

or equivalently
()]
ES(t):Lfbb(xS(t)XO(t))[ 8

0rmn |

The subsequent dynamics arise from (1):

vee(U,s(t)) —vee(U o

o olt)
Es(t)=Lwp vec(Up s(t)) —vec(Up o (t)

with equivalent form
Es(t)=Lgpp(xs(t)—Xo(t))=—AEs(t).
The Lyapunov function chosen to confirm the convergence is defined by
1 2 1 T
2(t) = SlIEs(1)[F = tr(Es((Es()).

The following could be concluded in this case:

Z<t>2tr((ES(2)TES(t)) —tr((Es(6)Es(8)) =~ Ate((Es(6)"Es(1)).

(24)

(25)

(26)

(27)

(28)

(29)
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Based on (29), it can be concluded

Z(t){ <0, Es(t)#£0,

0
@Z‘(t){ <0, thbEXsEf) —xo(t)) =b sy #0,

=0, Ly (xs(t) —x0(t)) —b =0,
vee(Uy s () —vec(Uy o (1) ()]
1,5(t))— 1,0 | B
SO | vec(u S(t))—VeC(Uz,O(f))} N e
SZ(t) (;Z)"T
0L ec(Uy,s(t))—vec(Upo(t))| 2 | -0 (30)
I vee(Uys (1) —vee(tho (1) || /
vec(Uy,o(t))
] vec<u2,o<t))] 70
< Z(1)
o [rettom]
" |vec(lpo(t))
@Z(t){<0' xo (t)#0,
=0, xp(t)=0.
Furthermore, because Eg(0) = 0 and x¢(t) are the equilibrium points of (27), the

following holds:
Vxo(t) #0, Z(t) <O0. (31)

It becomes visible that the equilibrium state

B _[—vec(Uy(t)) +vec(Uy s(t)] _
xo(t) = =x(t) + xs(t) = [_Vec(u;(t)) +vec(U;§(f))] B

is stable in the sense of Lyapunov. After all is considered, as t — oo, the following holds

~ [vec(Uy(t)) _ [vec(Uys(t))
x(E) = {Vec(ui(t))} sl = [vecwl;(f))]’

which was our original intention. [

Theorem 2. Let 4 = (m a4, {MA}X cx, A) and B = (n oB, {MB briexs B) be WFAs

deﬁned by Mgt € R, oA e RP™, 4 € R and ME € R"™", oF € RV, 78 € R",
€ [1.r]. Sturtmg from an arbitrary initialization x(0), the ZNNL- -hfbb design (20) converges
exponentially to x*(t), which coincides with the TSOL of (4).

Proof. The system (9) defines the solution x(t) = [vec(U;(t))T, vec(Ux(t))"]T, which affili-
ates to the backward—forward bisimulation between A4 and B. Next, the system (9) is rewrit-
ten into (10) and then into (13) for generating Vec(UlT, s(t)(t)) and Vec(LIZT, s(t)(t)). Thirdly,
the ZEF (15) is established to solve the system (13) and the ZNN evolution is exploited to
generate the solution x(t) of (4). Later, (17) is generated by the ZNN design (1) aimed to
zeroing (15). In accordance with Theorem 1, the Efy;(t) — 0 as t — oo. In consequence,
the solution of the dynamical system (20) tends to x*(t) = [vec(U; ()T, vec(U; (t))T]" as
t — oo. Moreover, it is evident that (20) is another form of (17). O
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3.2. The ZNNL-hbfb Model

According to the system (8) arising from (5), the subsequent matrix-vector equations

must be fulfilled:
™ — Uy ()18 = 0y,

oAUy (t) — B = 0], (32)
MUy (t) — Uy (H)ME = 0,0,

where U (t), U (t) € R™" imply unknown matrices. Applying vectorization and the
Kronecker product, the system (32) is rewritten into

—((P)T @ In)vec(Us (1)) + 74 = O,
(I @ cM)vec(Up(t)) — (¢B)T = 0y, (33)
(In ® Mg vec(Ua(t)) — (ME)T @ Ln)vec(Us (t)) = Opn-

Then, the corresponding matrix form of (33) is the following:

_TA
vec(Uy(t)) B\T
thb[ —|(e®)'| =0z (34)
vec(Us (t
wae)] |
where )
_(TB)T®Im Om,mn
thb: 011, mn In®(7A E]szzmn/
Wy Wa
—(ME)T @1, LioMg (35)
_ B\T A
Wy = (sz) &I cRrMnxmn W= I"®MX2 cRrmmxmn.
__(MJI?)T@Im In®M§?r

Following that, the ZNN develops on the following ZEF based on (34), for simultane-
ous solving of the equations in (32):

A
Epsp(t) = Ly [XEEE%E;;;] - [((‘)TZB)T] , (36)

in which U; (t) and Uy (t) are unknowns. The derivative of (36) is equal to

byt = Ly O] 7

Combining (36) and (37) with the ZNN (1), the following can be obtained:

Lyfp {Zgzggggg] = —AEps(t). (38)

As a result, setting

(1= | vee(t (1)) mn _ [vec(Uy(t)) n
X(t)* {Vec(U;(t))} ERZ , x(t)— |:Vec(u;(t)):| ERZ , (39)

the next model is obtained
Lbbe = —/\Ebfb(t), (40)
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whose best approximate solution is

x=Lig, (—/\Ehfb(t))- (41)

A suitable Matlab’s ode solver can be used in the implementation of the ZNN design
(41), termed as the ZNNL-hbfb. The ZNNL-hbfb convergence and stability are investigated
in the Theorem 3.

Theorem 3. Let 4 = (m, a4, {M;?’_}xiex, TA) and B = (n, o8B, {Mf,-}xieae,TB) be WEAs over
R, determined by M,‘g e Rmxm gA ¢ RIxm A ¢ Rmx1 gyd Mffi e R™n gB ¢ Rlxn

8 ¢ R™¥1, i € [1.r]. The dynamical system (38) inline with the ZNN (1) generates the TSOL
xs (t), which is stable in the Lyapunov sense.

Proof. The verification is analogous to the proof of Theorem 1. [

Theorem 4. Let 4 = (m, o4, {M,‘é}xieerA> and B = (n,aB, {Mfi}xiexfTB) be WEA over
R defined upon Mjg € Rmxm gA ¢ R>m 74 ¢ RMX1 gpd Mfi € R, ¢gB ¢ R,

T8 € R i € [1..r]. Starting from an arbitrary initialization x(0), the ZNNL-hbfb design (41)
converges exponentially to x*(t), which coincides with the TSOL of (5).

Proof. The verification is analogous to the proof of Theorem 2. O

4. Numerical Experiments on the Proposed Models

The behavior of the ZNNL-hfbb (20) and the ZNNL-hbfb (41) are examined in each
of the four numerical examinations. During the computation, the Matlab ode45 solver
was selected inside the time span [0, 10] under both relative and absolute tolerances equal
to 10~1°. In addition, the output produced by the ZNN is compared against the results
of the Matlab functions linsolve and pinv (with the default settings) in solving (13) in
Examples 1 and 2, and solving (34) in Examples 3 and 4. All numerical experiments are
performed using the Matlab R2022a environment.

Example 1. Let m =4, n =2,r =2, X = {x1,x2}, and consider WFAs
a= (4,(TA,{M§2}XI.6;{,TA) and B = (ZIUB/{MEI-}x,»ex/TB)-

Accordingly, My, € R¥4, ¢4 € RV, 4 € RY and ME e R¥?, oF € R,
8 € R?*1. Consider

o = [-918/29 —228/29 —228/29 222/29], A =[-1 -1 1 1]",

3 6 9 12 -2 -4 —6 -8
A |3 3 3 3 A |2 2 2 2
Ma=13 3 3 3| M= |5 2 2

-12 -9 -6 -3 8 6 4 2

and
B B T B 3 3 B -2 =2
B2 4, P=]s 8", M= {3 3}, ME = {_2 .

The gain parameter has been chosen as A = 10 and the initialization conditions (ICs) are
equal to: ICy : x(0) = 136, ICy : x(0) = —14¢. It is important to mention that the initialization
condition refers to the value of x(t) at t = 0.

The results generated by the ZNNL-hfbb are arranged in Figure 1.
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Example 2. Let m = 4, n = 2, r = 3, X = {x1,x2,x3}, and examine WFAs over R defined
by 4 = (4,UA,{M£}xieerA) and B = (Z,UB,{Mfi}xiex, TB) satisfying M;“i e R4x4
oA e R1*4 74 ¢ R¥1 gnd Mi € R?2%2 gB ¢ R1%2 1B ¢ R2XL, [ et us choose

[ 3 9 6 12
A _ A T A 3 3 3 3
cA=0 57/2 57/2 12], t=[2 2 2 2], Mi=|3 o 3 S|
|-12 -9 -6 -3
-2 -6 -4 -8 -5 —-15 —-10 —-20]
A |2 2 -2 —2 A _|-5 -5 -5 -5
Me=12 2 2 2ff Me= |5 5 5 5
8 6 4 2 20 15 10 5 |
and
B __ B __ T 3_33 B__2 -2 B__5 -5
P =1 2], P =32 40", Mxl—[3 3}, sz_[_z R

The ZNN gain parameters are chosen as A = 10 and A = 100, while the IC has been chosen as
x(0) = 146. The outputs of ZNNL-hfbb are shown in Figure 1.

5
10 T
—1IC1 6 T 40
—JC2 e —1IC1 2 —1IC1
0 linsolve|] _{02 30 _{02
10 : = 2 linsolve = linsolve
i el =4 - ---- pinv = ---- pinv
E 0  E— E 20 — T
3 B a
=2 - o) 01 = 10z
! e g
S g 4
= & = 10 g
2 20 0 0.1 0.2
0 2 4 6 8 10 0 4 6 8 10
Time Time Time
(a) (b) (o)
105 ‘ ‘ ‘ ‘ 20 : : : : 20 : :
—A=10 —A=10 T A =10
A =100 10 F- —A =100 —A =100
0 linsolve | | = 15] / li'nsolve | = 151 li-nsolve ]
10 - - - -pinv = 5t - - - -pinv = - - - -pinv
B = 3 [
= ° 0 ° 10 0 0.2
z - 210k 0 0102 Rl
g 5 5
e | g
=) =
= - & o
0 5 . . |
0 2 4 6 8 0 4 6 8 10
Time Time

() (e)

()

Figure 1. Errors and trajectories generated by ZNNL-hfbb in Examples 1 and 2. (a) Example 1: ZEF
errors. (b) Example 1: Trajectories of Uy (t). (c) Example 1: Trajectories of U, (). (d) Example 2: ZEF
errors. (e) Example 2: Trajectories of U (¢). (f) Example 2: Trajectories of Uy (¢).

Example 3. Let m =3, n =2,r =2, X = {x1,x2}, and consider WFAs

4= (3,UA,{M£.},CIE%,TA) and B= (Z,UB,{MEi}xie:{,TB)
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satisfying Mgl € R¥3, g4 € RV3, 74 € R¥*1 and ME € R, 0B € R1*2, 08 € R2¥1. Let
us choose .
cd=2 2 2], t=[-1/2 -1/2 -1/2],

T
-3 -1 1 —3/2 —-1/2 1/2
M{=|-1 -1 1|, Mg =|-1/2 -1/2 1/2
-1 -1 1 ~1/2 —1/2 1/2

and

T -1 -3 -1/2 -3/2
oB=[2 8], ¥=[-1/2 -2, ME = {_1 _2}, ME = [_1/2 ] }

The design parameter has been selected as A = 10 and two ICs have been used: 1Cy :
X(O) = 112, IC2 N X(O) = —112.
The outputs of the ZNNL-hbfb are arranged in Figure 2.

Example 4. Let m = 3, n = 2, r = 3and X = {x1,x3,x3}, and consider WFAs 4 =
(B,O'A,{M;?l_}xiex,TA) and B = (Z,UB,{Mf[}xiegg,TB). Clearly M;“]_ € R3x3 g4 ¢ R1x3,
™ e R3*1 gnd Mfi € R?2%2 gB ¢ R1%2 1B ¢ R2X1, Consider

A= 2 2, Th=[-1/2 -1/2 -1/2]",
[—3/2 ~1/2 1/2

-1/2 -1/2 1/2|, Mf =
-1 -1/2 1/2

-1/4 -1/4 1/4

-3 -1 1 —3/4 —1/4 1/4
Mi=|-1 -1 1|, Mg =
-2 -1 1 ~-1/2 -1/4 1/4

as well as

oB=12 4, F=[-1/2 -1],

5 [-1 -3 5 [-1/2 —=3/2 5 [-1/4 —3/4
M {1 2]' M"Z{l/z 1}' MX3[1/4 1/2}

Gain parameters of ZNN are A = 10 and A = 100, while the IC is x(0) = 11.
The outcomes generated by ZNNL-hbfb are arranged in Figure 2.

Results Analysis

This part presents the results from the four numerical examples that examine the
performance of the ZNN models, which are shown in Figures 1 and 2. Particularly,
Figures 1a,d and 2a,d show the ZEF errors in Examples 1-4, respectively, while
Figures 1b,e and 2b,e show the trajectories of U;(t), and Figures 1c,f and 2¢,f show the
trajectories of Uy (t).

According to results generated in Example 1, the next outcomes are observable for
the ZNNL-hfbb initiated by IC; and ICp and forced by A = 10. Figure la shows the
ZNNL-hfbb model’s ZEF norms. Both ZNNs are initiated by a large error cost at t = 0 and
both ZEFs converge in the time span [10_15 ,10713 |, with an insignificant error at t = 3.5. In
this way, the ZNNL-hfbb behavior confirms Theorem 2 by the convergence to a result near
to zero for two random ICs. Figure 1b,c displays the trajectories generated by U; (t) and
Uy (t), respectively. Included graphs indicate that U (t) and U, (t) do not generate close
trajectories initiated by IC; and IC;, , but the convergence speed is similar in both cases.
Therefore, the ZNNL-hfbb appears to give dissimilar solutions for a series of ICs, but the
convergence behavior of its solutions is proven to match the convergence behavior of the
linked ZEFs.
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100 —IC1 —1c1 || 3 -
— 102 . — 12 —re))
linsolve| | = 1 linsolve|| 2.5 _1{021
e - -Di — e D all msolve
) pinv S pmnv =, -~ piny
= Sy
= © 0.5 - T | RReenE e CErT T EE PP T e EE PP E TR PP
= 0
2 £ l\é --------------------------------- g5
) Q L e e e e et §
~ 1010 8 L | S
S5 e e —
i
,,,,,,,,,,,,,, A 0 |
j W/ p j )
0 2 4 8 10 0 2 4 6 8 10 0 2 4 ) 6 8 10
Time Time Time
(a) (b) ()
0 : 1 ‘ ‘ ‘ :
10 —A=10 ] = — =10
— =100 —— 2\ =100[] 1.2¢
linsolve @ linsolve linsolve
- - --pinv = - - - -pinv
% o
= s}
= 8
5
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1010 2
=
H
0
Time Time Time
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Figure 2. Errors and trajectories generated by ZNNL-hbfb in Examples 3 and 4. (a) Example 3: ZEF
errors. (b) Example 3: Trajectories of Uj (). (c) Example 3: Trajectories of Uy(t). (d) Example 4: ZEF
errors. (e) Example 4: Trajectories of U (). (f) Example 4: Trajectories of Uy (t).

In Example 2, under A = 10 and A = 100, the next observations for the ZNN-hfbb are
concluded. Figure 1d shows the norm of ZNN-hfbb’s ZEFs. Both evaluations in this figure
start with a large error cost at t = 0 and converge in [10*15, 10*13] att = 0.3 for A = 100,
and at t = 3.5 for A = 10, with a negligible error. Accordingly, the ZNN’s convergence
features are confirmed by the norm of the ZNN-hfbb’s ZEF, which depends on A. So, the
results generated in ZNN-hfbb confirms Theorem 2 by the convergence to a quantity near
to zero. Figure le and 1f, respectively, show the trajectories of the model’s solutions Uj ()
and Uy (t). Obtained results point out that the trajectories of Uj(t) and U,(t) converge
much faster in the environment A = 100 than in A = 10. Besides that, U () compared
to Uy (t) generates close trajectories in environments A = 10 and A = 100, individually.
So, the ZNN-hfbb produces the same U (f) and U, (t) solutions for different A, and their
convergence behavior coincides with the convergence of the related ZEFs.

In Example 3, the next conclusions for ZNNL-hbfb, beginning with IC; and IC; for
A = 10, are observable. Figure 2a shows the ZNNL-hbfb’s ZEFs. Both evolutions are started
from a large error at t = 0 and both ZEFs converge inside the time span [1071¢,10713] with
an insignificant error at t = 3.5. Accordingly, the ZNNL-hbfb model confirms Theorem 4 by
the convergence to a value near to zero for two distinctive ICs. Figure 2b and 2c, respectively,
present the trajectories of U (t) and Uy (). Generated results point out that the trajectories
of Uy (t) and Uy (t) are not close in both instances IC; and IC; , but their convergence
behavior is similar. Consequently, the ZNNL-hbfb generates diverse solutions related to
different ICs, and its convergence behavior matches with the convergence behavior of the
associated ZEFs.

Example 4 initiates the subsequent conclusions regarding ZNN-hbfb under the accel-
erations A = 10 and A = 100. Figure 2d exhibits the ZNN-hbfb’s ZEFs. Both instances of
the ZNN-hbfb evaluation in this figure start with a large error cost at = 0 and converge in
[10716,1013] at t = 0.3 for A = 100, and at t = 3.5 for A = 10, with a negligible error. In
other words, the ZNN's convergence is certified by the ZNN-hbfb’s ZEF, which depends
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on A, and the ZNN-hbfb certifies Theorem 4 with its own convergence to a quantity near to
zero. Figure 2e and 2f display the trajectories of U () and U (t), respectively. Involved
graphs indicate that the trajectories of Uj (t) and U, (t) converge faster via A = 100 com-
pared to A = 10. Also, U;(t) and U, (t) generated close trajectories via A = 10 and A = 100
individually. So, the ZNN-hbfb generates the same U (t) and U (¢) for different A, and its
convergence coincides with the convergence pattern of the associated ZEFs.

The following outcomes are obtained when the ZNN-hfbb and ZNN-hbfb models are
compared to the Matlab’s functions 1insolve and pinv. Particularly, Figures 1a,d and 2a,d
demonstrate that for the ZNN-hfbb and ZNN-hbfb models, the linsolve and the pinv
yield similar low error prices in all examples when compared. Additionally, Figure 1b,c
demonstrates that the trajectories generated by U;(t) and U(t) are different between
the ZNN, the linsolve, and pinv. Figure le,f shows that the ZNN and the linsolve
create distinct trajectories for U (f) and Uy (t), while the ZNN and the pinv create identical
trajectories. Figure 2b,c demonstrates that the trajectories generated by Uy (t) and U (t) are
different between the ZNN, compared to linsolve and pinv. Figure 2e,f shows that the
ZNN, the linsolve, and pinv all create distinct trajectories for Uy (t) and Uy (t). Therefore,
in all examples, the ZNN-hfbb and ZNN-hbfb models perform similarly with 1insolve
and pinv.

The following conclusions can be drawn from the previously indicated analysis of the
numerical examples:

- The ZNNL-hfbb and ZNNL-hbfb models can efficiently solve the systems (4)
and (5), respectively.

- Allmodels’ behaviors are conditioned by values A and their solutions are conditioned
by ICs.

- Comparing considered ZNNs against the 1insolve and pinv, it is discovered that
both the ZNN-hfbb and ZNN-hbfb models exhibit comparable performance to the
linsolve and pinv.

- The approximation of the TSOL x*(t) in the ZNNL-hfbb and ZNNL-hbfb models is
achieved faster via A = 100 than via A = 10.

When everything is considered, the ZNNL-hfbb and ZNNL-hbfb models perform in
an appropriate and efficient manner in finding the solution of (4) and (5), respectively.

In conclusion, as the ZNN design parameter A increases, the TSOL x*(t) is approx-
imated more quickly. Therefore, it is suggested to set the parameter A as high as the
hardware will allow.

5. Concluding Remarks

Current investigation is aimed at investigating and solving the equivalence and partial
k-equivalence problem between WFAs, i.e., determining whether two WFAs generate the
same word function or word functions that coincide on all input words whose lengths do
not exceed positive integer value k. Our approach is based on the unification of two princi-
pal scientific areas, namely the ZNN dynamical systems and the existence of (approximate)
heterotypic bisimulations between WFAs over R. Two types of quantitative heterotypic
bisimulations are proposed as solutions to particular systems of matrix-vector equations
over R. As a result, presented research is aimed to the development and analysis of two
original ZNN models, called as ZNNL-hbfb and ZNNL-hfbb, for finding approximate
solutions of matrix-vector equations involved in considered heterotypic bisimulations. A
convergence analysis is given. Simulation examples are executed under various initial-
ization states. Comparison with the Matlab linear programming solver linprog and the
pseudoinverse solution generated by the standard function pinv is shown and superior
achievements of the ZNN dynamics are recorded. The simulation examples also revealed
another significant finding for the suggested ZNN models: the TSOL is approximated faster
as the ZNN design parameter A increases. The models solved in actual research utilize
the ZNN dynamics established upon a larger number of equations and initiated ZEFs and
continue research from [38,55,56].
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Further research can be developed in the direction of solving minimization problems
aimed to finding a WFA with the minimal number of states equivalent to the given WFA.
Another optimization problem could be based on finding solutions of the corresponding
systems of matrix-vector inequalities and equations of minimal matrix rank. Further
research could be aimed at the topic of solving the k-equivalence problems with more
than two unknown matrices. Additionally, since all kinds of noise significantly affect
the accuracy of the suggested ZNN techniques, it is important to note that the suggested
ZNN models have the drawback of being noise intolerant. Future work might therefore
concentrate on modifying these models for ZNN dynamical systems that handle noise and
improve integration. Finally, the ZNN models developed in this paper give a universal
principle for solving arbitrary systems of matrix-vector equations and for solving arbitrary
problems arising from such systems.
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